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CONCEPTUALIZING ETHICAL CHALLENGES IN DEVELOPMENT AND USAGE OF 

ARTIFICIAL INTELLIGENCE SYSTEMS: TOWARDS ‘ETHICS BY DESIGN’ 

 

‘We should work on the competence, capabilities, mechanisms and the supporting institutions that allow us 

to investigate systematically in moral terms what is designed, developed and produced and identify which 

values are supported or realised by designs that shape the lives of people. This is what we may call the 

ideal of ‘design for values’, ‘value-sensitive design’ or ‘ethics by design’. 

 

([1]: European Groups on Ethics in Science and New Technologies, 2021) 

 

Discussions on how to leverage the potential of Artificial Intelligence Systems (AI) (see, definition 

in: [2]) for societal good in business and public administration contexts have taken centre stage both in 

scholarly and policy discourses ([3];[4];[5];[6]), not least amid the COVID-19 pandemic. Digitalization 

and the ensuing transformative processes, in particular related to development of digital ecosystems [7], 

challenges variable stakeholders, ranging from CEOs to local policymakers, to rethink traditional business 

models and delivery of public services [8]. While stakeholders in the private sector are primarily 



incentivized to design, train and deploy AI systems for the purpose of empowering consumers, adoption of 

AI systems at public sector levels takes place in the context of citizen empowerment for public good. This 

paper argues that reflections on AI policy need be grounded in ethics, fundamental rights and value-

sensitive design rationales (for an in-depth understanding of value-sensitive design approaches, see: [9]) at 

both private and public sector levels and be open to all democratically minded stakeholders therein, 

considering the implications wide-scale adoption of AI systems, in particular those classified as high-risk 

[2], bear for society at large. 

 

To justify this claim, the paper reviews existing AI governance literature through the prism of ethics, 

fundamental rights and value-sensitive design with particular focus on AI development and usage for 

public services and additionally suggest that key societal benefits of AI systems can only be harnessed if 

core underlying ethical challenges in development and usage of AI are incrementally and iteratively put 

under public scrutiny [10] taking into account that the features of incremental and iterative policy design, 

which are characteristic to value-sensitive design approaches, have yet been only weakly adopted at public 

and business administration levels [9]. 

 

Additionally, the theoretically informed argument is premised on the assumption that AI as a general 

purpose and dual-use technology, metaphorically conceived as a double-edge sword, or in the Estonian 

context as the mythical figure of Kratt, one that is ‘devoted to serving its master’, but, if not ethically 

governed, ‘can become bad’ ([11];[12]), requires a certain method of steering or governance that takes 

account of context-specificity, thus being facilitative by design. 

 

As such, resting on two pillars – incremental and iterative identification of ethical pitfalls, and 

facilitative by design AI governance – a thorough literature review is conducted to map ethical challenges 

in development and usage of AI systems. These challenges are thereafter synthesized into five themes in 

the paper, the output of which culminates into and is illustrated by a conceptual framework, outlining 

avenues for future research on adoption of value-sensitive design methods into design of AI policies at 

public and business administration levels.  

 

Essentially, the aim of this research is to contribute to the challenge of ’opening the black box of AI’ 

to society ([13];[14]), being thus geared towards informing policy discussions on AI at both business and 

public administration levels with ethics, fundamental rights and value sensitive design rationales. 
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